Problem:
Problem set-up: x[n] is a given causal sequence. H(z) = % is the impulse response of
an LTI system with q zeros and p poles where
Bq(2) = bo + b1zt +... +bgz @
Ap(2 = 1+a1zt +az? +...+apz?P

The goal is to set Ap(2) and Bqy(2) so that h[n] approximates x[n] in some sense.

Prony’s Method (2nd Derivation) (Hayes p.144)

Let €[n] = x[n] — h[n] then E'(2) = X(2) - H(2) = X(2) - ijg . We call E(2) = E'(2Ax(2)

as the Prony error:
E(2) = X(29Ax(2) - Bq(2)
The following shows the system producing the Prony error.

b,[n]
Xnl———  A2) »(+) > eln]
‘ a given sequence | | a,[n], by[n]: unknowns to be determined | | Prony Error |

The Prony error can be expressed as follows:

t P
x[n]+ > ap[lIx[n—1]1-bg[n] 0<n<gq
eln] = ap[n]  X[n] - bg[n] = < -

P
X[n] + > ap[l]x[n 1] n>q+1
L =1
For any given set of ap[n] coefficients, it is clear that one can set by[n] such that e[n] = 0

for 0 < n < g. Hence Prony cost function optimizes over ay[n] first and it is defined as

J(ap) = Z le[n]|? where q is the number of poles
n=0+1

Taking the partial derivative with respect to aj[k], we get



aa*[k] @) = Ze[ aap[k] e'ln = n%:len]x*n 4

0

Z(x[n +Zap[l]x[n—l])x*[n K]
aree} =

0

Z n]x*[n — k+Zap[I]ZX —1]x*[n = K]

n=g+1 n=g+1

= re(k,0) + Zap[l]rx(k,l)
=1

Here we define the auto-correlation function

(kD) = D xin—1x*[n-K
n=g+1
Note that ry(k,1) can not be written as a function of k — I. (Check whether
1(0,0) < 1x(1,1))

Then equating — J(ap) Ofor 1 < k < p, we get the following system of equations:

LD (L2 ... r(LP) ap[1] ((1,0) |
2D 1422 ... 1x(2,P) a2 | | r(0)
| 6P P2 . n®PP) || &Pl | | PO |

From the equation system, we can solve for the unknown a,[Kk]’s.

Previously, we have solved the same problem via the Least Squares solution of an

overdetermined equation system. Let's compare that solution with the one involving
rx(k1)’s:

X0 0 0 0 ] [ by0] |
X1 X0 0 0 ba[1]
X2 X1 X0l 0 1] be[2]
: : : : ap[1] _ :
X xq-1] xg-2] ... x[q-p-1] : bq[d]
Xq+1] x[q xg-1] ... xqg-p] | aplP] ] 0
: : : : 0
XIN]  X[N-1] xIN-2] ... XxIN—-p-1] 0

Remember, we use the bottom part of the matrix for the solution of a,[k]'s, that is



[ Xq+1 Xq  xg-1] xa-p) [ 1 | [ o]
xa+2] xg+1] x[q] Xq-p+1] ap[l] | _| O
B X[N]  X[N—-1] X[N-2] XIN-p-1] L ap[P] 1 L 0 |

Let’s leave the unknowns on the left hand side of the equation system:

xd  Xq-1] X[q - p] ap[1] xq+1] |
Xa+1 X X[a-p+1] a2 | | xa+2
B XIN—-1] Xx[N-2] XIN-p-1] L ap[P] | B X[N]

The equation system is in the standard form of Ax = b. The LS solution is
x-S = (AHA)LAMD or is the solution of the following equation system:

(AHA)XLS = AHp

Here
[ Xq xg-1 Xa-p) | [ Xq+1] |
A HQfﬂ ﬂm xm—p+ﬂ C bo Aqfﬂ
B x[N.— 1] x[N.— 2] x[N—'p—l] | B fo] |

It is possible to check that the k'th row, the I'th column entry of A#A is r«(k,1).(Note that
the k'th row and I'th column entry of A"A is the inner product of the k’th column and I'th
column of A.)



